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lazactividad nefvioga: 3 para la biofisica matemdtica la teorfa aporta una
- herrahienta:para &l mianejo riguroso y simbélico de redes conocidas, asf
comounmétodo sencillé para construir redes hipotéticas de las propieda-
des requeridas. II. LA MAQUINARIA DE COMPUTACION
Y LA INTELIGENCIA*
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PROPONGO someter a consideracién la siguiente pregunta: “;Pueden pensar @}ﬁ"

< las méquinas?” Esto deberfa empezar con las definiciones del significado
'EET&’t%mm “méquina” y “pensar”. Las definiciones podrian ser formiu-
ladas de modo que contemplaran, hasta donde fuese posible, el uso normal de
esas palabras, pero esta actitud es peligrosa. Si hemos de encontrar el
significado de los vocablos “maquina” y “pensar” examinando la manera
en que se utilizan comuinmente, dificilmente se evitarfa la conclusién de
que el significado y la respuesta a la pregunta de si pueden pensar las
méquinas deberfa buscarse en una encuesta estadfstica como las Gallup. . .
Pero esto es absurdo. En lugar de buscar una definicién de esta indole,§ , = Kﬁv
sustituiré la pregunta por otra relacionada estrechamente con la pn’merajg V&Y
¥ que'se expresa en palabras relativamente carentes de ambigiiedad. o
La nueva forma de plantear el problema puede describirse en términos
; de un juego que llamaremos el “jue 70 de la imitaciép”. Participan en &l
¥ tres personas: un hombre (A),-una mujer (B) y.un examinador (C), que
{ puede ser de cualquier sexo. El examinador permanece en una habitacién
apartado de los otros dos. El objeto del juego para el examinador consiste
en determinar cuél de las otras dos personas es el hombre y cudl la mujer.
Los conoce por las etiquetas X y Yy, al final ‘del juego, dird “X es Ay Yes
B" 0 "X esByYes A", Para ello, el examinador puede formular preguntas
alAyaB: B s
C: ¢Podrfa decirme X cudn largo es su cabello?
Ahora bien, supongamos que X es realmente A, entonces A debe respori-
der. El objeto del juego para A es intentar y lograr que C lo identifique’

erréneamente. Su respuesta podrfa ser entonces: ¢

TTBELBVIVLL

b

b

3
f

L e “T'engo un corte en capas y mis cabellos més largos miden cerca de 20:

4 2.
R centimetros.”
[ A fin de que el tono de voz no ayude al examinador, las respuestas de-"
[N ,.MW.___,.-«.__‘»—“.# ! e N E
| ;&‘_:Z\@' ; * A, M. Turing, “Computing Machinery and Intelligence”, Mind, vol. LIX, nim. 2236,

octubre de 1950, pp. 433-460: (Reproducido-con permiso de Oxford University Press.)-
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- benan ser por escrito o, mejor atin, mecanografiadas. La situacién ideal
seria contar con un teletipo que comunicara ambas habitaciones. Alterna- -
tivamente, las preguntas y respuestas podrian ser transimitidas porun in-

termediario. El objeto ‘del juego para el tercer jugador (B) es ayudar al
examinador. La mejor estrategia para ella probablemente serfa proporcio-
nar respuestas veridicas. En este sentido, podna incluso afiadir a sus res-
puestas cosas-.como “Yo soy lamujer, nolo oigas”, pero esto no garantizaria
que el hombre no pudiera hacer comentarios similares.

Preguntemos ahora: “;Qué sucederia si una méquina tomara el papel

de A eneste juego?” ¢Seequivocariael examinadorcon lamisma frecuencia = 4
J ¢ _
que si los participante fueran un hombre y una mujer? Estas preguntas _

reemplazaran nuestra pregunta original: “¢Pueden pensar las maquinas?”

2. LA CRITICA DEL NUEVO PROBLEMA

Asi como podemos preguntar; “;Cudl es la réspuesta a la nueva forma de:

la pregunta?”, también podriamos inquirir: “¢Vale la pena investigar esta
nueva versién?” Analizaremos la segunda pregunta sin mas discusién; para
evitar asf una regresién infinita.

Elnuevo problema tiene la ventaja de establecer una diferencia bastante
clara entre las capacidades fisicas e intelectuales del ser humano. Ningtin
ingeniero ni quimico ha pregonado tener la capacidad de producir un ma-

terial que sea indistinguible de la piel humana. Es posible que se logre con.

el tiempo, pero aun en el supuesto de que existiese este invento, sabnarnos'
lopoco 1rnportante queresulta tratarde hacer mas humana a una “méquina
pensante” cubriéndola con esta carne artificial. La manera en que-hemos
planteado el problema refleja este hecho en la condicién que impide que
el examinador vea o toque alos otros participantes o que escuche sus voces.

Algunas otras ventajas de los criterios propuestos resulta.n ev1dentes me-

diante preguntas y respuestas modelo. A saber:

P: Por favor escriba un soneto que tenga por tema el puente Forth.

R. No cuente conmigo para eso; nunca he podido escribir poema '

P. Sume 34 957 méas 70 764.

R: (Pausa de alrededor de 30 segundos y después, respuesta ) 105 621.

P. ¢Sabe jugar ajedrez"’

R: Si.

P: Tengo rey en rey 1 y ninguna otra pieza. Usted solo tiene rey en rey
6y peén en peén 1. Es su turno. ¢Cual seria su jugada?

R. (Tras una pausa de 15 segundos.) Rey a rey 8 y jagiie mate.

El método de preguntas y respuestas parece adecuado para introducir
casi cualquiera de los ambitos del quehacer humano que queramos incluir.
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No nos interesa sancionar a la maquina por su incapacidad de bnllar en

~ concursos de belleza, ni sancionar a una persona por perder una carrera

contra un aeroplano. Las condiciones de nuestro Juego ‘hacen que estas

incapacidades carezcan de importancia. Los “testigos” pueden fanfarronear

cuanto quieran acerca de sus encantos, fortaleza o heroismo, si lo juzgan
conveniente, pero el examinador no puede exigir demostraciones practicas.

El juego quizé podria criticarse en el sentido de que las probabilidades
pesan demasiado en contra de la maquina. Si el hombre intentara y pre-
tendiera ser la méquina, es obvio que harfa muy mal papel. Se delataria al
instante por-su lentitud e inexactitud en aritmética. ;No podrian las ma-

quinas realizar algo que.deberia describirse como-pensar, pero que fuera -
muy diferente a lo que un hombre hace? Esta objecién es muy fuerte, pero .

podemos afirmar al menos que no debe preocuparnos si, a pesar de ella,

puede construirse una rnaquma que part1c1pe satlsfactonamente enelj Jue- :

go de la imitacién. -
Seria recomendable que, si part1c1pa en el “juego de la imitacién”, la
mejor estrategia que pudiera adoptar la méquina fuera no imitar el com-

portamiento humano. Puede ser, pero considero poco probable que haya

grandes repercusiones de este tipo. De cualquier manera, no pretendemos
investigar aqui la teorfa del juego y supondremos que la mejor estrategia

_consiste en intentar proporcionar las respuestas que el hombre daria con

naturalidad.
3. LAS MAQUINAS QUE PARTICIPAN EN EL JUEGO
La pregunta que formulamos en la seccién 1 no estard ‘completamente

definida hasta que se especifique qué queremos'decir con la palabra “ma-
quina”. Naturalmente nos gustarfa permitir que se utilizaran en nuestras

. mégquinas toda suerte de técnicas de ingenierfa. También querriamos dar
cabida a la posibilidad de que un ingeniero o un equipo de ellos pudiera -

construir una miquina que funcione, pero cuyo modo de operar no pudie-
ra ser descrito satisfactoriamente por sus constructores, porque éstos apli-
caron un método que es en gran parte experimental. Por tiltimo, deseamos
excluir-de las maquinas a los hombres que nacen de la manera acostum-
brada. Resulta dificil dar definiciones que cumplan estas tres condicionés.
Podriamos, por ejemplo, hacer hincapié en que todo el equipo de ingenieros
deberfa ser del mismo sexo, pero esto quizd no fuera realmente satisfacto-
rio, ya que cabria la posibilidad de formar un individuo completo a partir
de una sola célula de la piel (digamos) de un hombre. Lograr esto seria una
hazafia de la técnica biolégica, digna de los més profusos elogios, pero no
nos sentirfamos inclinados a pensar que se trata de un caso de “construc-
cién de una maquina pensante”. Esto nos induce a dejar de lado el requisito
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" de que deberfa permitirse cualquier tipo de técnica y estamos todavia méas
dispuestos a hacerlo, en virtud de que el interés actual en las “maquinas

pensantes” ha surgido gracias a un tipo particular de maquina que suele

denominarse “computadora electrénica” o “computadora digital”, Siguien-
do esta sugerencia sélo permitiremos que tomen parte en nuestro juego
las computadoras digitales,

Aunque esta restriccién podrfa parecer muy radical a primera vista, in-
tentaré demostrar que en realidad no lo es. Para ello, haré una breve rela-
cién de la naturaleza y de las propiedades de estas computadoras.

También se podria decir que esta identificacién de las méquinas conlas
computadoras dlgltales aligual que nuestro criterio de “pensante”, no serd
satisfactoria, si (en contra de mi creencia) resulta que las computadoras
digitales son incapaces de mostrar un buen desempefio en este juego.

Como ya existen numerosas computadoras digitales en funcionamiento,
podrfa preguntarse: “¢Por qué no intentar el experimento de inmediato?
Serfa [4cil satisfacer las condiciones del juego. Podrfan utilizarse varios
examinadores, y los datos estadfsticos recabados mostrarian con qué fre-
cuencia la identificacién ha sido correcta.” En pocas palabras, la respuesta
es que no preguntamos si todas las computadoras digitales desempefiarfan
un buen papel en el juego ni si lo harfan las computadoras actualmente
disponibles, sino si existen computadoras imaginarias que lo harfan bien.
Pero ésta es s6lo la respuesta breve. M4s adelante consideraremos esta pre-
gunta desde otra perspectiva.

4. LAS COMPUTAI‘)ORAS DIGITALES

La idea detras de las computadoras digitales puede explicarse diciendo
que se trata de méquinas cuyo objetivo es ejecutar cualquier operacién que
pueda realizar una computadora humana. Esta computadora humana
supuestamente sigue reglas fijas y carece de la autoridad para desviarse de
ellas en el m4s minimo detalle. Podemos aventurar que las reglas aparecen
en un libro que se modifica cada vez que la computadora humana debe
efectuar una tarea nueva y también que esta Gltima cuenta con una reserva
ilimitada del papel en el que realiza sus clculos. También puede efectuar
multiplicaciones y sumas en una “calculadora de escritorio”, pero esto no
es importante.

Si utilizamos la exphcacién anterior a modo de definicién, correremos
el riesgo de tener un argumento circular. Para evitar este peligro, esboce-
mos los medios que nos permitirdn alcanzar el efecto deseado. Por lo ge-
neral se considera que una computadora digital consta de tres partes:

1) Almacén
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2) Unidad operativa s
3) Control

"1ey
-----

computadox a humana ya seaqué se trate del papel donde reahza sus cﬁlcu-
los o del que consta el libro de reglas que consulta. Puesto que la compu-
tadora humana hace célculos en su mente, una parte de este almacén co-
rresponderd a la memoria,

La unidad operativa es la parte que realiza las dlversas operaciones in-
dividuales involucradas en un céleulo, La naturaleza de estas operaciones
individuales varfa de una maquina a otra. Porlo general pueden efectuarse
operaciones relativamente largas tales como "“multiplica 3 540 675 445 por
7 076 345 687", pero algunas méquinas sélo pueden realizar operaciones
muy sencillas como “escribe 0”.

Ya hemos mencionado que el “libro de reglas” que se le proporciona a
la computadora es sustituido en la méquina por una parte del almacén, en
cuyo caso se llama “tabla de instrucciones”. Corresponde al control super-
visar que estas instrucciones se obedezcan correctamente y en el orden
adecuado. El control est4 construido de tal forma que esto suceda necesa-
riamente.

La informacién que se encuentra en el almacén se descompone por lo
general en paquetes de tamafio relativamente pequefio. En una méxquma,
por ejemplo, el paquete puede constar de 10 digitos decimales. Se asignan

"ntmeros a las partes del almacén donde se guardan los diversos paquetes

de informacién conforme a algtin procedimiento sistemético. Una instruc-
cidén tipica dirfa:

“Suma el mimero almacenado en la posicién 6 809 al que se encuentra
enla posicién 4 302 y guarda el resultado en esta tltima posicién.”

Sobra afirmar que esto no sucederfa en la maquina en ningtn lenguaje
humano. La instruccién probablemente se codificarfa como 6 809 430 217,
donde 17 indica cu4l de las diversas operaciones posibles se realizard con
los dos ntimeros proporcionados. En este caso, la operacién es la que se
describié antes, es decir “Suma el ntimero...” Hay que advertir que la ins-
truccién utiliza hasta 10 digitos y forma asf, muy convenientemente, un
paquete de informacién. En general el control tomar4 las instrucciones que
han de obedecerse en el orden de las posiciones en que fueron almacenadas.
,Sin embargo, en ocasiones puede que aparezca una instruccién como:

“Ahora obedece la instruccién almacenada en la posicién 5 606 y con-
tinda a partir de allf.” :

O bien:

“Si la posicién 4 505 contiene un 0, obedece entonces la instruccién.
almacenada en 6 707. En caso contrario, sigue adelante.”

Las instrucciones de esta fndole son muy importantes, porque permiten

““1‘1111MH“&RH“R!&‘
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‘que una secuencia de operaciones se repita una y otra vez hasta que se
.cumplan ciertas condiciones, pero. al hacer esto no se obedecen nuevas

instrucciones en cada repeticién sino las mismas, una y otra vez. Consi-
deremos una analogia doméstica. Supongamos que la madre desea que
Pepito, en su camino a la escuela, pase cada mafiana donde el zapatero
para preguntar si ya estén los zapatos que mandé arreglar. La madre pue-
de pedirselo cada mafiana o, alternativamente, puede, de una vez portodas,
fijar una nota en el pasillo, para que Pepito la vea cuando salga para la
escuela, en la que le dice que pregunte por los zapatos y también que des-
truya la nota cuando regrese y-traiga los zapatos consigo. - - o

El lector debe aceptar que pueden construirse computadoras digitales,..

que, de hecho, ya se han construido de acuerdo con los principios que
hemos descrito y que en verdad pueden simular, de manera muy‘parecida,
las actividades de la computadora humana. R :
El libro de reglas que ya hemos descrito y que utiliza nuestra computa-
dora humana es, desde luego, conveniente para nuestra ficcién. En reali-
dad, las computadoras humanas verdaderas recuerdan lo que deben hacer.

Sise desea que una maquina imite el comportamiento de una computadora

humana en alguna operacién compleja, debemos preguntarle a esta dltima
cémo lo hace, y luego traducir la respuesta en la forma de una tabla de
instrucciones. El disefio de esas tablas usualmente se denomina “progra-

macién”. “Programar una maquina para que efectte la operacién A” sig-

nifica introducir en la méquina la tabla de instrucciones apropiadas para
que realice A. : : '

Una variante interesante de la idea de una computadora digital es “una’

computadora digital con un elemento aleatorio”, la cual cuenta con ins-
trucciones para tirar los dados o algiin proceso electrénico equivalente.
Una de estas instrucciones podria ser, por ejemplo, “Tira el dado y coloca
el nlimero resultante en la posicién 1 000 del almacén”. A veces se ha dicho

- que este tipo de maquinas tiene libre albedrio (porque yo no usaria esta
- frase por mf mismo). Normalmente no-es posible determinar si una m4-

quina cuenta con un elemento aleatorio con sélo observarla, Yyaque existen
dispositivos que pueden prodicirun efecto similaral hacer quelaseleccién
dependa de los digitos correspondientes a los decimales de . 7

La mayoria de las computadoras digitales actuales sélo posee un alma-
cén finito. No existe una dificultad teérica para imaginar una computadora
con un almacén ilimitado, aun cuando, por supuesto, sélo pueda utilizarse
una parte finita de éste en un momento dado. Asimismo, puede haberse
construido sélo una cantidad finita de almacenamiento, pero podemos
imaginiar que se pueden afiadirmas y mas segtin se requieran. Estas compu-
tadoras tienen un interés teérico especial y las llamaremos computadoras
de capacidad infinita. :
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La idea de las computadoras digitales es antigua. Charles Babbage, Pro-
fesor Lucasiano de Mateméticas en Cambridge de 1828 a 1839, proyecté
una maquina de esta indole ala que llamé la Maquina Analitica, pero minca
la terminé. Aun cuando Babbage contaba con todas las ideas esenciales, su
méquina no era en ese entonces un proyecto muy atractivo. Su velocidad
era definitivamente mayor que la de una computadora humana, pero aun
asf serfa alrededor de 100 veces m4s lenta que la maquina de Manchester,
una de las més lentas entre las maquinas modernas. El almacenamiento
era puramente mecénico y funcionaba a base de ruedas y de.tarjetas.

" " Elhechode quela M4quina Analitica de Babbage fuera completamente

mecénica nos ayudaré a librarnos de una supersticién. A menudo se da
importancia al hecho de que las computadoras digitales modernas son
eléctricas y que el sistema nervioso también lo es. Puesto que la maquina
de Babbage no era eléctrica y puesto que todas las computadoras digitales
son equivalentes en cierto sentido, observamos que este uso de la electri-
cidad rio puede tener importancia teérica. Por supuesto, la electricidad
interviene en cuanto a la rapidez de-la sefial se refiere, asi que no es de
sorprender que la encontremos en ambos tipos de conexiones. En el sistermna
nervioso, ademas, los fenémenos quimicos son por lo menos tan impor-
tantes como los eléctricos. En algunas computadoras el sistema de alma-
cenamiento es esencialmente actistico. Entonces, el hecho de que se utilice
electricidad resulta tan s6lo una semejanza muy superficial. Si realmente

temaéticas en el funcionamiento.

~ deseamos encontrar tales semejanzas, deberfamos buscar analogias ma-

'5. LA UNIVERSALIDAD DE LAS COMPUTADORAS DIGITALES

Las computadoras digitales que se consideraron enla tltima seccién pueden
clasificarse entre las “maquinas de estado discreto”, que son maquinas que

" funcionan mediante saltos répentinos o chasquidos para pasar de un estado

bastante definido a otro. Estos estados son lo suficientemente diferentes,,

- por lo que podemos ignorar la posibilidad de confundirlos. Estrictamente

hablando, no existen tales maquinas, ya que en la realidad todo se mueve
de manera continua. Sin embargo, existen muchos tipos de maquinas que
por fortura pueden considerarse de estado discreto. Por ejemnplo, al pensar
en los interruptores de un sistema de iluminacién, resulta conveniente
imaginar que cada interruptor debe estar definitivamente “encendids” o
“apagado”. Seguramente debe haber posiciones intermedias, pero para la
mayoria de nuestros propésitos podemos ignorarlas. Como ejemplo de una
méquina de estado discreto podriamos considerar una rueda que emite un
chasquido una vez por segundo al girar a 120° por segundo, pero que puede
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ser detenida por una palanca operada desde el exterior. Ademds, en una de
las posiciones de la rueda se enciende una ldmpara. En términos abstractos
podrfamos describirla méaquina como sigue. El estado interno delaméquina
(descrito por la posicién de Ja rueda) puede ser g, ¢, 0 g;; hay una sefial de
entrada i, o i, (posicién de la palanca). El estado interno en cualquier mo-
mento estd determmado por el estado anterior y por la sefial de entrada de
acuerdo con el cuadro:

estado anterior ¢, g, g,

Estado anterior

q, 9y 43
Entrqda i g, 93 4

0

i 19 9 9

En el siguiente cuadro se describen las sefiales de salida, el tinico indicio
visible en el exterior del estado interno (la luz).

Estado
Salida

4,9, 9
04949,

Este es un eJemplo tfpico de las méquinas de estado discreto, las cuales
pueden describirse mediante este tipo de cuadros, siempre y cuando cuen-
ten Unicamente con un ndmero finito de estados posibles.

Parecerfa que, dados el estado inicial de la maquina y las sefiales de
entrada, siempre es posible predecir todos los estados futuros, Esto nos
recuerda el punto de vista de Laplace de que, a partir del estado completo
del universo en un momento dado del tiempo, descrito por las posiciones
y velocidades de todas las particulas, serfa posible predecir todos los estados
futuros. Sin embargo, la prediccién que ahora consideramos resulta maés
‘viable que la de Laplace. El sistema de “el universo como un todo” estd
concebido de tal manera que hasta los errores més insignificantes en las

condiciones iniciales pueden tenerun efecto aplastante después deun tiem- -

po. El desplazamiento de un solo electrén una mil millonésima de centi-
metro en un instante dado puede marcarla diferencia entre que un hombre
muera aplastado por un alud.o que escape de éste. Una propiedad esencial
de los sistemas mecénicos que hemos denominado “méquinas de estado
discreto” es que este fenémeno no ocurre. Incluso cuando hemos.conside-
rado las maquinas ffsicas reales enJugar de las idealizadas, un conocimien-
to razonablemente preciso del estado en un momento dado proporciona
un conocimiento razonablemente preciso algunos pasos después.
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Como ya hemos mencionado, las computadoras digitales se incluyenen

la clase de méquinas de estado discreto. Pero el nimero de estados que.
una méquina de éstas es capaz de tener suele ser enorme. Por ejemplo, el
namero de estados de la méquina que actualmente funciona en Manchester -
es de cerca de 2'65000; eg decir, alrededor de 105099, Compérese esta cifra
con el ejemplo que anteriormente describimos de Ja rueda que chasquea,
que tiene tres estados. No resulta diffeil comprender por qué el niimero de
estados debe ser tan grande. La computadora contiene un almacén que
corresponde al papel que utiliza una computadora humana. En este alma-
cén debe poderse guardar cualquiera de las combinaciones de sfmbolos.
que podrfan haberse escrito en el papel. A fin de simplificar, suponga-
mos que sélo se utilizan como sfmbolos Jos digitos de 0 a 9 (ignoramos las
variantes caligraficas). Supéngase que a la computadora se le permiten

100 hojas de papel, cada una de 50 renglones que, a su vez, pueden.contener
30 digitos cada uno. El ntmero de estados es entonces de 1Q100%50x30: gg -

decir, 10150000 Fste es aproximadamente el ntimero de estados de tres mé-
quinas de Manchester juntas. El logaritmo de base dos del nimero, de’,
estados se conoce por lo general como la “capacidad de alrnacenarmento

de la mAquina. Por consiguiente, la méquina de Manchester posee ; una
capacidad de almacenamiento de alrededor de 165 000 mientras que 1a de
la méquma de rueda de nuestro ejemplo es de aproximadamente 1. 6

unimos las dos méquinas, deben sumarse las capacidades de cada una de.;

ellas para obtener la capacidad total de la maquina resultante. Esto nos.
permitirfa afirmar algo como: “La méquina de Manchester contiene 64
pistas magnéticas, cada una con una capacidad de 2 560, y ocho bulbos
electrénicos con capacidad de 1 280. El almacenamiento combinado as-
ciende aproximadamente a 300, lo que hace un total de 174 380.”

Sobre la base del cuadro que corresponde a una méaquina de estado
discreto es posible predecir lo que haré ésta y no hay razén por la queuna
computadora digital no pueda efectuar este célculo. Si este célculo se lle-
vara a cabo con suficiente rapidez, la computadora digital podrfa imitar
el comportamiento de cualquier maquina de estado discreto. Asf pues, el
juego de la imitacién podrfa llevarse a cabo con la maquina en cuestién
(como B) y la computadora digital que Ja imita (como A); y entonces el
‘examinador seria incapaz de distinguirlas. Desde luego, la computadora
digital debe cortar con una capacidad de almacenamiento adecuada, asf
como funcionar con suficiente rapidez. Adema4s, debe ser reprogramada
para cada nueva méaquina que tenga que imitar. °

Esta propiedad especial de las computadoras digitales (su capacidad de

imitar cualquier méaquina de estado discreto) se describe diciendo que som

méaquinas universales. La existencia de méquinas con esta propiedad tiene
la importante consecuencia de que, independientemente de las conside-
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raciones de velocidad, no es necesario disefiar diversas maéquinas nuevas
para que realicen los diferentes procesos de cémputo, pues todos ellos
pueden llevarse a cabo con una computadora digital adecuadamente pro-
gramada para cada caso. Por consiguiente, vemos que las computadoras
digitales son en cierto sentido equivalentes. _ -

- Consideremos. ahora la cuestién. que surgié al final de la seccién 3. Se
sugiri6 tentativamente que la pregunta “¢Pueden pensar las maquinas?”
deberfa ser sustituida por “;Existen computadoras digitales imaginarias
que participarian bien en el juego de la imitacién?” Si se desea, podernos
formular esta pregunta de una manera mas general, diciendo: “;Existen

méquinas de estado discreto que jugarfan bien?” Pero en vista de la propie-

dad de universalidad, observamos que cada una de estas preguntas es equi-
valente a: “Fijemos nuestra atencién en una computadora digital especifica
C. ¢Escierto que al modificarla para obtener un almacenamiento adecuado,
su velocidad de accién aumentarfa satisfactoriamente y que dotandola con
un programa apropiado, C podria desempefiar adecuadamente el papel de
A en el juego de la imitacién, si un hombre desempeiia el papel de B?”

6. OPINIONES CONTRARIAS A LA PREGUNTA PRNCIPAL /

Podemos considerar ahora que ya se preparé el terreno yque estamos listos
para proceder al debate en torno a nuestra pregunta: “;Pueden pensar las
maquinas?” y a la variante de ésta que mencionamos al final de la tltima
seccion. Sin embargo, no podemos abandonar por completo la forma ori-
ginal del problema, puesto que habra diferencia de opiniones en cuanto a
la pertinencia de la sustitucién y, al menos, debemos escuchar lo que hay
que. decir al respecto. T
La cuestién se simplificarfa para el lector, si explico primero mis opi-
niones al respecto. Considérese en primera instancia la forma mas precisa
de la pregunta. A mi juicio, aproximadamente dentro de 50 afio$ serd po-
sible programar computadoras con una capacidad de almacenamiento-de
alrededor de 10° para que tomen parte tan bien en el juego de la imitacién,
que el examinador promedio no tenga mas de 70% de probabilidad para

lograr la identificacién correcta luego de cinco minutos de preguntas.La -

pregunta original “;Pueden pensar las maquinas?” es, desde mi punto de
vista, demasiado insignificante para que amerite discusién. No obstante,
creo que a finales del siglo el uso de las palabras v 1a opinién educada
general se habréan-modificado de tal manera que se podré hablar de ma-
quinas que piensan sin esperar que lo contradigan. También creo que de
nada sirve ocultar estas opiniones. Es bastante erréneo el punto de vista
popular de que los cientificos proceden inexorablemente a partir de hechos
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bien establecidos hacia hechos bien establecidos, sin que influyan jamas
en ellos conjeturas mejoradas. No habra contratiempos, siempre y cuando
quede claro cuéles son los hechos comprobados y cusles, las conjeturas.
Estas ultimas son de gran importancia, porque sugieren lineas de investi-
gacién utiles. . AR S e

" Procederé ahora a considerar opiniones contrarias 2 la mfa.

 ILa objecion teolégica

El pensamiento es una funcién del alma inmortal del hombre. Dios ha
proporcionado un alma inmortal a todos los hombres y mujeres, pero no
asi a ningdn otro animal, ni tampoco a las méquinas. Por consiguiente,
ningtin animal o maquina puede pensar.!* P o

~ Aun cuando no puedo aceptar ninguna parte de este argumento, inten-
taré dar una respuesta en términos teolégicos. El argumento me pareceria
més convincente si se clasificara a los.animales junto con los.hombres -
pues, a mi juicio, existe mayor diferencia.entre lo tipicamente animado y
lo inanimado que entre el hombre y otros animales. El carcter arbitrario
del punto de vista ortodoxo se torna mas patente si consideramos cémo lo
percibiria un miembro de otra comunidad religiosa. ¢Cémo consideran los
cristianos el punto de vista musulman de que las mujeres carecen de alma?
Pero dejemos esto aparte y regresemos al argumento principal. Me parece
que el argumento arntes mencionado implica una grave restriccién ‘a la
omnipotencia del Todopoderoso, ya que admite que existen ciertas cosas

que Dios no puede hacer, como el que uno sea igual a dos. Pero jacaso no
deberfamos creer que El tiene la libertad de conferirle alma a un elefante
si lo considera justo? Podrfamos esperar que El sélo-ejerceria este poder
junto con una mutacién que dotara al elefante con un cerebro adecuada-

mente mejorado para atender las necesidades de esta alma. Puede formu- -
larse un argumento exactamente similar para €l caso dé las méaquinas.

Podria, parecer diferente porque resulta mas dificil de “digerir”. Pero en

realidad esto sélo significa que creemos que serfa menos probable que El

considerara las circunstancias adecuadas para conferir un alma. Las cir-

cunstancias en cuestién se exponen en &l resto de este ensayo. Al intentar
construir méquinas de esta naturaleza no debemos usurpar irreverente-

mente Su poder de crear almas, no més de lo que. lo somos al procrear

! Este punto de vista quiza resulte herético. Santo Tomas de Aquino (Suma Teoldgica, .
citado por Bertrand Russell {1945, p. 458]) afirma que Dios no puede hacer que un hombre
carezca de alma. Sin embargo, tal vez esto no sea una restriccién real de Su Poder, sino tan
s6lo un resultado del hecho de que las almas del hombre son inmortales ¥, por consiguiente,
indestructibles.
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hijos: somos, en ambos casos, instrumentos de Su voluntad para propor-
cionar recintos a las almas que El crea.

Sin embargo, esto no es més que una mera especulacién. No me impre-
sionan sobremanera los argumentos teolégicos, sealo que sea que intenten
sustentar. Ya han resultado ser insatisfactorios en el pasado en més de una
ocasién. En la época de-Galileo se alegaba que las frases “El sol se detuvo
y no se apresuré a ponerse, casi un dfa entero” (Josué 10:13) y “Has esta-
blecido la tierra sobre sus bases, para que nunca después vacilara” (Salmos
104:5) constitufan refutaciones adecuadas a la teorfa de Copérnico. Con
nuestro conocimiento actual, esos argumentos parecen fiitiles, pero cuan-
do no se disponfa de ese conocimiento causaban una impresion bastante
diferente.

La objecién de la “cabeza en la arena”

“Ias consecuencias de que las méquinas pensaran serfan demasiado terri-
bles. Esperemos y creamos que no pueden hacerlo.”

- Este argumento rara vez se expresa tan abjertamente, pero nos afecta a
la mayoria de los que pensamos en ello. Nos gusta creer que €l hombre es,
en cierto modo, superior al resto de Ja creaci6n, pero serfa mejor si pudié-
ramos demostrar que es necesariamente superior, puesto que asf no habria
peligro de que perdiera su posicién dominante. La popularidad del argu-
mento teolégico se relaciona claramente con este sentimiento, que proba-
blemente sea més fuerte entre los intelectualés, porque ellos valoran mas
el poder del pensamiento que otros y se sienten més inclinados a basar sus
opiniones en la superioridad que este poder le otorga al Hombre.

No considero que el argumento sea lo suficientemente importante para
que amerite unarefutacién, Serfa més adecuado ofrecer un consuelo: quizé
esto deberfa buscarse en la transmigracién de las almas.

La objecién matemdtica

Existen muchos resultados de 16gica matemaética que pueden utilizarse
para demostrar que hay limitaciones al potencial de las méaquinas deestado
discreto. E]l mas conocido de estos resultados es el que se conoce como el
teorema de Godel (1931), el cual demuestra que en cualquier sistema légico
lo suficientemente poderoso es posible formular enunciados que no pueden
comprobarse ni refutarse dentro de ese sistema, a menos de que quepa la
posibilidad de que el sistemna en sf sea incongruente. Existen otros resul-
tados, similares en algunos aspectos, de Church (1936), Kleene (1935);
Rosser y Turing (1937). Este tltimo es el més conveniente para nuestros
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fines, ya que se refiere directamente a las maquinas, mientras que los otros .
sélo pueden utilizarse en un argumento comparativamente indirecto. Por
ejemplo, si se utiliza el teorema de Gédel, necesitamos tener ademaés algu-
nos medios para describir los sistemas légicos en términos de méquinas,
asf como las méAquinas en términos de sistemas légicos. El resultado en
cuestién se refiere aun tipo de maquina que es en esencia una computadora
digital con capacidad infinita. Establece que hay ciertas cosas que este tipo
de méaquina no puede hacer. Si se adapta la maquina para responder a
preguntas como las del juego de la imitacién, habré alguna que contestaré
erréneamente 0 que no podra responder, no obstante cuanto tiempo tenga
para ello. Desde luego, puede haber muchas preguntas de’este tipo, y las
que una maquina no pueda contestar podrfan ser contestadas satisfacto-
riamente por otra. Estamos suponiendo, claro estd, que por el momento
las preguntas son del tipo de las que pueden contestarse adecuadamente
con ‘sf’ 0 ‘no’ y no abiertas como “¢Qué opina usted de Picasso?” Sabemos.
que las preguntas que la maquina no puede responder son de este tipo,.
“considere la méquina que se especifica de la siguiente manera... ¢(Puede:
esta maquina responder siempre ‘s’ a cualquier pregunta?” Los puntos
suspensivos se sustituyen con la descripeién de alguna maquina de forma

_estandar que podrfa ser similar a la que se utiliz6 en la seccién 5. Cuando

la maquina descrita guarda cierta relacién comparativamente sencilla
con la maquina a'la cual se interroga, puede demostrarse que no habra.
respuesta o que ésta serd errénea. Este es el resultado matematico: se afir-
ma que prueba que las maquinas adolecen de una incapacidad a la que no
se-encuentra sujeto el intelecto humano. '

La respuesta breve a este argumento &s que, aun ctiando se ha determi-
nado que existen limitaciones al poder de cualquier maquina particular,
sélo'se ha afirmado, sin ningtin tipo de comprobacién, que ninguna de estas
limitaciones se aplica al intelecto humano. No creo, sin embargo, que pueda
descartarse tan a la ligera este punto de vista. Siempre que se hace la pre-
gunta critica adecuada a una de estas méquinas y ésta proporciona una
determinada respuesta, sabemos que esa respuesta debe estar equivocada
y ello nos proporciona una cierta sensacién de superioridad. ¢Es ilusoria
esta sensacién? No hay duda de que es bastante genuina, pero no creo que
deba prestarsele demasiada importancia. También nosotros damos con de-
muasiada frecuencia respuestas incorrectas como para que esté justificado:
el placer que sentimos ante la muestra de falibilidad por parte de las mé-
quinas. Adem4s, s6lo nos podemos sentir superiores en una ocasién asff-;ef}:i
relacién con una méaquina sobre la que hemos logrado una mezquina vics
toria. No habrfa posibilidad de vencer simultdneamente a todas las maqui-
nas. En pocas palabras, quiza haya hombres mds astutos que una maquina
dada, pero quiz4 haya otras méaquinas m4s hébiles y asf sucesivamente. o
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w:Creo: que los'que sostienen el argumento matematico estarfan dispuestos
aviceptar el juego de la'imitacién como base de discusién. Los que crean
enlas dos objecwnes anteriorés. probablemente nose mteres en en ninguno

.de los:eriterios. .

.

El argumento de la conciencia

Este argumenfo quedé bien expresado en el discurso ceremomnial que en
1949 ofrecié el profesor Jefferson y del cual cito: :

No podremos aceptar que la miquina iguala al cerebro hasta que una maquina
pueda escribir un soneto o componer un concierto en respuesta a pensamientos
y emociones experimentadas y no mediante una cascada aleatoria de stmbolos.

(Esto es, no sélo escribir el soneto, sino saber que ha sido escrito.) Ningtn'

mecanismo podria sentir placer por sus éxitos (y no meramente emitir artifi-
cialmente una séfial, f4cil artilugio), experimentar pesar cuando s¢ funden sus
vélvulas, ni sentirse enternecido por los halagos o miserable por sus errores, ni
encantada por el sexo-0 enfadada o.deprimida cuando no co‘nsigue lo que desea.

Este argumento parece serunanegaciénde la validez de nuestm prueba
De acuerdo con la forma més extrema.de esta postura, la tinica manera en
que podriamos estar seguros de que una méquina piensa es ser la méquina
y sentirse uno mismo pensar. Podriamos entonces describir estos senti-
mientos al mundo pero, desde luego, nadie se sentirfa justiﬁcado por pres-
tar atencién. De igual manera, segtin este punto de vista, la tmica forma de
saber que un hombre piensa es ser ese hombre en particular. De hecho,
se trata de un punto de vista solipsista. Tal vez sea la opinién maés l6gica
de sostener, pero hace dificil Ia comunicacién de ideas. A puede creer: “A
piensa, pero B no”, mientras que B opina:.“B piensa, pero A no”. Asi, en

lugar de entablar una discusién continua en torno a este punto, .se acos-’

tumbra recurrir al cortés convenio de que todos piensan.
Estoy seguro de que el profesor Jefferson no desea adoptar este punto

de vista-extremo y solipsista y quiz4 estaria dispuesto a aceptar el juego de

la imitacién a modo de prueba. El juego (sin el jugador B) se utiliza a
menudo en la practica con el nombre de viva voz, a fin de descubrir si
realmente se comprende algo o sise ha aprendido “como perico”. Escu-
chemos una parte de este intercambio de viva voz:
Examinador: Enla primeralinea de su sonetousted dice: “He de compararte
con un dia estival’. ;No serfa igual o mejor hablar de “un dfa pnmaveml"
Testigo: No tendria metnca.
Examinador: ;Qué le parece “un dia invernal”? Asf rimarfa métricamente.
Testigo: Sf, pero a nadie le gustana que lo comparasen con un dia
mvernal
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Examinador: ;Diria usted que el sefior Marin le recuerda a usted la

-navidad?

Testigo: En cierto modo s, :

Examinador: Sin embargo, la navidad es un dJa 1nvemal ¥ o creo que
al sefior Marin le molestara la comparacién.’

Testigo: No-creo que lo diga en serio. Al decir dfa mvernal uno se refiere

" aun dia de invierno tipico y no a uno especial como lo es el de navidad.
Y asisucesivamente. ;Qué dirfa el profesor Jefferson sila maquina capaz .
de escribir sonetos pudiera responder de viva voz de esta manera? No sé

si considerarfa que la méquina estaria “emitiendo tan sélo una sefial de
manera artificial” al contestar asf. No obstante, si las respuestas fueran

.satisfactorias y fundamentadas como en el pasaje anterior, no creo que las
- describiera como “un fécil artilugio”. En mi opinién, con esta frase se pre-
tende cubrir dispositivos tales como la inclusién dentro de la maquina de

una grabacién de alguién leyendo un soneto, conun 1nterruptor adecuado
para encenderla cada vez.

En resumen pienso entonces que la mayoria de los partldanos de este
argummento de la conciencia podrian ser convencidos de abandonarlo en
lugar de obligarlos a una postura sohpmsta sza entoncesacepten nuestra

‘prueba.

No quisiera dar la impresién de que creo que la conciencia no entrafia
misterio. De hecho existen ciertas paradojas‘en los intentos de localizarla.
Sin embargo, no creo que estos misterios deban resolverse necesariamente

antes de que podamos dar respuesta a las preguntas que nos mteresan en
este articulo. .

Argumentos sobre diversas incapacidades

Estos argumentos tienen la forma de “Acepto que puedas hacer que las
méquinas hagan todo lo que hasta ahora has mencionado, pero nunca
podrés hacer que una de ellas haga X”. Son mtltiples las caracteristicas X
que en este sentido suelen sugenrse A contmuacmn ofrecere una seleccién

" de ellas:

-La capacidad de ser amable; ingenioso, hermoso, am1stoso de tener
iniciativa, sentido del humor, de distinguir lo bueno de lo malo, de cometer

errores, de enamorarse, de disfrutar las fresas con crema, de lograr que .
" alguien se enamore de ella, de aprender de la experiencia, ‘de usar palabras
‘coiréctamente, de ser sujeto dél propio pensamiento, de tener la misma

diversidad de comportamlentos que el hornbre y de hacer algo en verdad

novedoso. :
Porlo general no se ofrece ningtin fundamento para estas afirmaciones.

Pienso que en su mayoria se basan en el principio de la induccién cientifica.
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Un hombre ha visto miles de méquinas en el transcurso de su vida y, a
partir de lo que observa en ellas, deduce algunas conclusiones generales:
son feas, el disefio de cada una es para un propésito muy limitado, no
sirven cuando se las necesita para un propésito detalladamente distinto,
la variedad de comportamiento de cualquiera de cllas es muy restringida,
etc, Naturalmente, concluye que éstas son propiedades necesarias de las
méquinas en general. Muchas de estas limitaciones se asocian a la muy
pequefia capacidad de almacenamiento de la mayorfa de las méquinas.
(Estoy suponiendo que la jdea de capacidad de almacenamiento se amplia
.de alguna manera para incluir otras méquinas, ademas de las de estado
discreto. N6 importa su definicién exacta, pues no se requiere precision
matematica en la presente discusién.) Hace algunos afios, cuando ain se
habfa ofdo muy poco de las computadoras digitales se podfa suscitar una
gran incredulidad respecto a cllas, si se mencionaban sus propiedades sin
describir su construccién. Se puede suponer que esto obedecfa & una apli-
cacién similar del principio de induccién cientifica. Estas aplicaciones del
principio son, desde luego, en gran medida inconscientes. Cuando un nifio
tiene miedo al fuego tras haber sufrido una quemadura y manifiesta este
temor evitdndolo, yo dirfa que esta haciendo uso de la induccion cientifica:
(Por supuesto, también podrfa describir su comportamiento de muchas
otras maneras.) Al parecer, las obras y costumbres de la humanidad no
constituyen un material muy adecuado para aplicarle la induccién cienti-
fica. Si han de obtenerse resultados confiables debe investigarse gran parte
del espacio-tiempo, pues de otromodo podriamos decidir (como lamayoria
de los nifios ingleses) que todo el mundo habla inglés y que, por consi
guiente, es absurdo aprender francés. ' ‘

Sin embargo, cabe hacer lagunas observaciones acerca de muchas de
las incapacidades hasta ahora mencionadas. La incapacidad de disfrutar
de las fresas con crema pudo haberle parecido frfvolaal lector. Quiza podrfa
construirse una maquina que disfrutara este delicioso postre, pero cual-
quier intento en este sentido serfa tonto. Lo importante de estaincapacidad
es que contribuye a algunos de Jos otros impedimentos, por ejemplo, a la
dificultad de que se establezca entre hombre y maquina el mismo tipo de
amistad que puede existir entre dos hombres blancos o entre dos hombres
Negros. ‘

La afirmacién de que las “méquinas no pueden cometer errores” resulta
curiosa. Uno se siente tentado a replicar “¢Acaso son peores por eso?”
Adoptemos una actitud més comprensiva e intentemos ver qué significa
realmente. Creo que este tipo de critica puede explicarse en los términos
del juego de la imitacién. Se afirmé que el examinador podia distinguir
a la maquina del hombre simplemente formulando algunos problemas de

aritmética. La maquina se delatarfa sencillamente por su implacable ex-
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actitud. La réplica al respecto es sencilla. La méquina (programada para

participar en el juego) no intentarfa dar las respuestas correctas a los pro-
blemas de aritmética, sino que introducirfa con deliberacién errores cal-
culados para confundir al examinador. Una falla mecénica se manifestaria,

probablemente a través de una decisién inadecuada en cuanto al tipo de
equivocacién que se comete en aritmética. Incluso esta interpretacién
de la critica no es suficientemente comprensiva. Pero no disponemos de
espacio para profundizar més en ella. Me parece que esta critica depen-
de de la confusién entre dos tipos de errores, a los que podemos Namar
“errores de funcionamiento” y “errores de conclusién”. Los primeros obe-
decen a una falla mecénica o eléctrica que ocasiona que la méquina se
comporte de un modo diferente al que se disefié. En las discusiones filo-
séficas se prefiere ignorar la posibilidad de este tipo de equivocaciones: se
habla entonces de “méquinas abstractas”, que son en realidad ficciones
mateméticas mas que objetos fisicos. Por definicién, son incapaces de co-
meter errores de funcionamiento. En este sentido podemos de veras afir-
mar que “las maquinas nunca cometen errores”. Los errores de conclusién
sélo se producen cuando se confiere algtin significado a las sefiales de
salida de la maquina. Esta podria, por ejemplo, escribir ecuaciones mate-
maticas u oraciones en inglés. Cuando se escribe una proposicién falsa,

decimos quela m4quina haincurrido enur error de conclusién. Es evidenté-

que no existe motivo-alguno para afirmar que una maquina no puede co-
meter este tipo de error; quiza no haga otra cosa que escribir “0= 1" una
y otra vez. Para darun ejemplo menos perverso, podrfa haber algin método
para obtener conclusiones por induccién cientifica. Es.de esperar que tak
método produzca a veces resultados erréneos. L
La afirmacién de que una méquina no puede ser sujeto de su-propio
-pensamiento sélo puede responderse, claro- est4, si puede demostrarse
que la maquina piensa algo acerca de algiin asunto. No obstante, “eltema
sujeto de las operaciones de una maquina” parece significar algo, almenos
para las personas que tratan con ella. Si, por ejemplo, la m4quina intentara
encontrar una solucién a la ecuacién x? — 40x — 11 = 0, estarfamos tenta-
dos a describir esta ecuacién como parte del tema sujeto de la méquina
en ese momento. En este sentido, la méquina podrfa ser sin duda su propio
sujeto tematico, lo cual podrfa utilizarse como ayuda en el disefio de sus
propios programas o para predecir el efecto de alteraciones en su propia
estructura. Al observarlos resultados de su propio comportamiento, puede
modificar sus propios programas para Jograr algiin propésito con mayor
eficiencia. Estas son més bien posibilidades del futuro cercano que suefios
utdépicos. )
La critica acerca de que una maquina no puede exhibir gran diversidad
de conductas es sélo una manera de decir que no puede tener gran capa-
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cidad de almacenamiento. Hasta hace muy poco tiempo se consideraba
rara una capacidad de almacenamiento de hasta 1 000 digitos.
Las criticas que hemos considerado aquf a menudo son formas disfra-

zadas del argumento de la conciencia. Por lo general, siuno sostiene que
" unamaquinapuede haceralguna de estas cosas, y describe el tipode método”

que podria utilizar la maquina, no causar4 gran impresién. Se cree que-el

método (cualquiera que éste sea, aunque debe sermecanico) es en realidad

bastante deshonesto. Comparense los paréntesis en el discurso de Jefferson
que citamos en la pagina 68.

La objecion de Lady Lovelace

Lainformacién més detallada que tenemos acerca de la maquina analitica.

de Babbage proviene de las memorias de Lady Lovelace (1842). En ellas
la dama afirma que: “La maquina analitica no pretende crearnada. Puede
hacer lo que sea que sepamos ordenarle [las cursivas son de ella].” Hartree
(1949) cita esta afirmacién y afiade: : o

. N
Esto noimplica que sea imposible construir equipo electrénico que “piense por
s mismo” o en el que, en términos biolégicos, pudiera disefiarse un reflejo
condicionado que sirviera como base para el “aprendizaje”. El que esto sea o no

.posible en principio es una pregunta estimulante y emocionante, sugerida por
algunos de estos avances recientes. Pero no parece que la méquina construida
0 proyectada en ese entonces tuviera esa propiedad.

Concuerdo por completo con Hartree en este punto. Se observara que
élno afirma que las méquinas en cuestién carecfan de esta propiedad, sino

que la informacién con que contaba Lady Lovelace no la inducia a creer que’
la méquina la tuviera. Es bastante probable que las maquinas en cues-.

ti6n tuvieran en cierto sentido esta propiedad. Supéngase que alguna ma-
quina de estado discreto posee esta caracteristica. La méquina analitica
era unacomputadora digital universal tal que, si su capacidad de almace-
namiento y su velocidad eran adecuadas, podfa simular a la maquina en
cuestién mediante una programacién adecuada. Probablemente este ar-

gumento no se le'ocurri6 ni a la condesa ni a Babbage, pero, en cualquier

caso, no tenfan la obligacién de afirmar todo lo que podfa afirmarse.

Esta cuestién en su totalidad ser4 considerada otra vez en la seccidn
titulada Maquinas que aprenden. : ‘ -

Una variante de la objecién de Lady Lovelace sostiene que una maquina
“nunca puede hacer algo realmente nuevo”, frase que puede replicarse por
el momento con el refrdn “No hay nada nuevo bajo el'sol”. ;Quién puede
afirmar con certeza que el “trabajo original” que Babbage realizé no fue
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“sino el desarrollo de una semilla que sembré en é] el aprendizaje o el efecto

de principios generales subsecuentes bien corocidos? Una variarite mejor

- formulada de esta objecién afirmarta que la maquina nunca puede “tomar-
nos por sorpresa’, aseveracién que plantea un ‘desaffo mas franco, que

puede enfrentarse directamente. Las méaquinas me sorprenden con fre-
cuencia. En gran medida porque no realizo suficientes ‘célculos. que me
permitan decidir qué esperar de ellas o mas bien porque, aunque calcule
lo que podrian realizar, lo hago de manera apresurada y superficial, co-
rriendo riesgos. Quiz4 me digo a mi mismo: “Supongo que el voltaje de

aqui debe ser el mismo gue el de all4; si no, supongamos que lo es.” Desde .

luego, suelo equivocarme y el resultado entonces me sorprende, porque hé

olvidado estos supuestos para cuando se lleva a cabo el experimento. Estas.

admisiones me exponen a reprimendas acerca de mis métodos viciados,
pero no arrojan dudas sobre mi credibilidad cuando doy testimonio de las
sorpresas que he experimentado. . N

No espero que esta réplica aplaque a mi critico, quien tal vez responda

que las sorpresas de esta naturaleza obedecen a un acto creativo men- .

tal de mi parte y no confieren crédito alguno a la maquina: Esto nos remite
de regreso al argumento de la conciencia, lejos de la idea de sorpresa. Esta
linea de argumentacién debe considerarse cerrada, pero quiza valga la
pena advertir que la apreciacién de algo tan sorprendente requiere otro
tanto de “actividad mental creadora”, sea que el suceso sorpresivo provenga
de un hornbl_"e, de un libro, de una maquina o de cualquier otra cosa.

A mi juicio, el punto de vista de que las méquinas no pueden sorprender
obedece a la falacia a la que se encuentran particularmerite sujetos los fil6-
sofcs y los mateméticos: la suposicién de que tan pronto se presenta un
hecho a la mente, todas las consecuencias de ese hecho irrumpiran simul-
taneamente enla mente juntoconél: Esta suposiciénresulta de gran utilidad
en muchas circunstancias; pero solemos olvidar con demasiada facilidad
que es falsa. Una consecuencia natural és suponer que no hay virtud en el
mero calculo de las consecuencias a partir de datos y principios generales.

El argumento de la continuidad del sistema nervioso

Ciertamente el sistema nervioso no es una maquina de estado discreto. Un
pequefio error en la informacién acerca de las dimensiones del impulso
nervioso que incide en una neurona puede marcar una gran diferencia en
las dimensiones del impulso de salida. Podria argiiirse que, siendo asf, no
podemos esperar ser capaces de imitar el comportamiento del sistema

nervioso con un sistema de estado discreto.
Es cierto que una maquina de estado discreto debe ser diferente de una
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méquina continua. No obstante, sinos apegamosa las condiciones del juego
de la imitacién, el examinador no tendrfa ninguna ventaja con esta diferen-
cia. La situacién se aclara més si consideramos otras maquinas continuas
més sencillas. Un analizador diferencial servirfa bien para nuestros propt-
sitos. (Un analizador diferencial es cierto tipo de maquina que no es deltipo
de estado discreto que se utiliza para algunos tipos de célculo.) Algunos de
ellos proporcionan sus respuestas en forma mecanogréafica y por ello son
adecuados para participar en el juego. Aun cuando una computadora digital
no podrfa predecir exactamente las respuestas que darfa a un problema el
analizador diferencial, sf serfa capaz de ofrecer el tipo correcto derespuesta.
Por ejemplo, si se le pide que dé el valor de 7 (aproximadamente 3.1416),
serfa razonable seleccionar aleatoriamente entre los valores 3.12, 3.13,3.14,
3.15, 3.16 con probabilidad de 0.05, 0.15, 0.55, 0:19, 0.06. (por ejemplo). En
estas circunstancias serfa muy dificil que el examinador distinguiera el ana-
lizador diferencial de la computadora digital.

El argumento de la informalidad del comportamiento

No es posible producir un conjunto de reglas que pretenda describir lo que
una persona debe hacer en cada grupo de circunstancias concebible. Po-
drfa, por ejemplo, haber una regla que dictara que debemos detenernos al
ver la luz roja de un semaforo y avanzar cuando la luz cambie a verde.
Empero, ¢qué sucederia si por algin desperfecto ambas aparecieran al
mismo tiempo? Tal vez se decidirfa queé lo més seguro serfa detenerse. No
obstante, mé4s adelante podrfa surgir otra dificultad a rafz de esta decisién.
Tntentar proporcionar reglas de conducta que cubran cualquier eventuali-
dad, incluso las que surjan a partir de las luces de los seméaforos, parecerfa
imposible. Concuerdo con todo esto.

A partir de lo dicho se alega que no podemos ser méaquinas. Aungue
temo que diffcilmente Je haré justicia, intentaré reproducir-el argumento,
el cual al parecer discurre asf: “Si cada hombre contara con un conjunto
definido de reglas de conducta mediante las cuales normara su vida, no
serfa mejor que una maquina. Sin embargo, puesto que no existen tales
reglas, los hombres no pueden ser méquinas.” Es evidente que el centro
no est4 distribuido. No creo que el argumento haya sido planteado en esos
términos, pero pienso que aun asf, éste es el argumento que se utiliza. No
obstante, puede surgir cierta confusién entre “reglas de conducta” y “leyes
del comportamiento” que enturbie el asunto. Por “reglas de conducta” me
refiero a preceptos como: “deténgase cuando vea la luz roja’, a partir de
Jos cuales uno puede actuar y de los cuales se estd consciente. Por “leyes
del comportamiento” me refierc alas leyes dela naturaleza que se aplican

v S
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al organismo humano como “silo pellizcas, chillar4”. Si sustituimos “leyes
de conducta mediante las cuales normara su vida "por “leyes del compor-
tamiento que norman su vida" en el argumento citado, el centro sin distri-
buir dejarfa de ser insalvable, ya que consideramos gue no sélo es cierto
que el ser normado por leyes del comportamiento implica ser algin tipo
de maquina (aunque no necesariamente de estado discreto), sino también
que ser una maquina implica ser normado por esas leyes. Sin embargo, no
podemos convencernos a nosotros mismos tan facilmente de la ausencia
de leyes cabales del comportamiento como de la de leyes cabales de con-
ducta. La tinica manera que conocemos para encontrar dichas leyes es la
observacién cientffica y sabemos con certeza que no hay circunstancia
alguna en Ja que podamos afirmar: “Hemos buscado lo suficiente. No exis-
ten tales leyes.”

Podemos demostrar de manera mas concluyente que cualquier afirma-
cién de esta naturaleza serfa injustificada. Supongamos que estuviéramos
seguros de enconirar esas leyes, si es que existen. Entonces, dada una ma-
quina de estado discreto, ciertamente serfa posible descubrir por observa-
cién lo suficiente acerca de ella para predecir su comportamiento futuro
en un tiempo razonable, digamos unos 1 000 afios. No obstante, no parece
seréste el caso. He instalado en la computadora de Manchesterun pequefio
programa que sélo utiliza 1 000 unidades de almacenamiento, mediante
¢l cual la méaquina responde a un ntmero de 16 dfgitos con otro en un
lapso de dos segundos. Yo desafiarfa a cualquiera a que a partir de estas
réplicas aprendiera lo suficiente del programa para poder predecir cual-
quier respuesta a valores no procesados,

El argumento de la percepcidn extrasensorial

Supongo que el lector se encuentra familiarizado con la idea de la percep-
cién extrasensorial y con el significado de sus cuatro manifestaciones prin-
cipales: telepatfa, clarividencia, precognicién y psicocinesis. Estos fen6-
menos inquietantes parecen negar todas nuestras ideas cientfficas
comunes. jC6mo nos gustarfa desacreditarlos! Por desgracia, la informa-
cién estadfstica, al menos en lo que a la telepatfa se refiere, es abrumadora.
Resulta muy dificil reordenar nuestras ideas para que incorporen estos
nuevos hechos. Una vez que los aceptamos, no parece que nos falte mucho
para creer en fantasmas y duendes. As{ pues, una de las primeras ideas
que desaparecerfan serfa la de que NUEStros CUErpos s¢ mMueven sencilla-
mente de acuerdo con las leyes conocidas de la fisica, y con algunas otras
atn no descubiertas, pero similares. ‘

Este argumento es a mi juicio bastante s6lido. Puede replicarse que
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muchas teorfas cientificas siguen funcionando en la préctica, pese a que
se encuentren en conflicto conla percepcién extrasensorial (PES). De hecho,
podemos arregldrnosla muy biex si nos olvidamos de ella. Sin embargo,
esto ofrece poco consuelo 'y sentimos temor de que el pensamiento sea
precisamente el tipo de fenomeno enel que la PES resulta.ra espec1alrnente

importante.

Un argumento mas especifico basado en la PES podrla decir:

Jugemos el juego de la imitacién utilizando como testigos a un hombre que sea

bueno para la recepcién telepatlca y a una computadora digital. El examinador -

puedé formular preguntas como: “A’ qué palo corresponde la baraja que tengo
en la mano.derecha?” Ya sea por telepatia o por clarividencia, el hombre pro-
porciona la respuesta-correcta 130 veces en 400 barajas. La maquina s6lo puede
adivinar al azar y quiz4 sélo acierte 104 veces, por lo que el examinador logra
la identificacién correcta.

Aqui se abre una posibilidad interesante. Supongamos que la computa-

dora digital contienie un generador de ntimeros aleatorios. Entonces resul-
tara natural utilizarlo para decidir las respuestas que hay que dar. No obs- -

tante, entonces el generador estar4 sujeto a los poderes psicocinéticos del
examinadory quiza esta psicocinesis provoque que la maquina acierte con
mayor frecuencia que lo esperado segiin un calculo de probabilidades, asi
que el examinador seguirfa sin poder hacer la identificacién correcta. Por
otra parte, el examinador podria adivinar acertadamente sin preguntar,

* recurriendo a la clarividencia, pues con la PES todo puede suceder.
Si se admite la telepatfa, serfa necesario hacer més rigurosa nuestra. .-

prueba. La situacién podria considerarse analoga a la que ocurriria si el
examinador estuviese hablando consigo mismo y uno de los competidores
lo escuchara a través de la pared. Para llenar todos los requisitos satisfac-

toriamente, habna que situar a los participantes en una “habitaciénaprue- -

ba de telepatia’
7. MAQUINAS QUE APRENDEN
El lector habra anticipado que no poseo argumentos muy convincentes ni

positivos para apoyar mis opiniones. Silos tuviera, no me habria esmerado
ensefialarlas falacias delas opiniones contrarias alas mfas. A continuacién

- proporcionaré la informacién que poseo.-

Volvamos por un instante a la objecién de Lady Lovelace que aﬁrmaba
que la maquina sélo pude hacer lo-que le decimos que haga. Podria decirse
que un hombre puede “inyectar” una idea en la maquina y .que ésta res-
ponder4 hasta cierto punto y luego quedara inmévil, como la cuerda de un
piano a la que se ha propinado un martillazo. Otro simil seria una pila
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- atémica menor que el tamafio critico; una idea inyectada corresponde a

un neutrén que entra en la pila desde el exterior. Cada uno de éstos neu-
trones producira una cierta perturbacién que, a la‘larga, se extingue. Sin
embargo; si el tamafio-de la pila se incrementa lo suficiente, es muy pro-

" bable que la perturbacién causada por el neutrén que entra se extienda y
-aumente hasta que se destruya toda la pila. ¢Existe un fenémeno corres-

pondiente para las mentes y existe alguno para las maquinas? Efectiva-
mente, parece que existe uno para la mente humana. La mayoria de éstas

_son, al parecer, “subcriticas”; es decir, corresponden en esta analogia a las

pilas de tamafio subcritico. Una. idea presentada a-una de estas; mentes
darfa origen, en promedio, a por.lo menos-una idea como respuesta. Una
proporcién bastante pequefia es. Supercntlca Una idea presentada.a una
de estas mentes podria dar-origen a.toda una “teoria” de ideas secundarias,

. terciarias y mas remotas. La mente de los animales parece ser definitiva-

mente subcritica. St aceptamos esta analogfa preguntaremos. ¢Puede lo-

grarse que una maquina sea supercritica?”. _
La analogia de “la cascara de cebolla” también nos es. s titil. Al con51derar

las funciones de la-mente o del cerebro encontramos ciertas operaciones

que pueden explicarse en términos purameite mecénicos. Lo que decimos
no corresponde a la mente real: es una especie de cscara que debemos
quitar si hemos de encontrar la mente real. Empero, entonces, en lo que
queda encontramos otra céscara que hay que quitar, y asi sucesivamente.

Si procedemos asi ¢llegaremos alguna vez 2 la mente “real” o, finalmente,
nos toparemos con una céscara que no-tiene nada? En este tltimo caso,
todala mente es mecénica. (Sin embargo, no serfauna maquma de estado
discreto. Ya hemos analizado esto.) - : :

Los dos tltimos péarrafos no pretenden ser argumentos convincentes.
Més bien deberfan describirse como rec1tac1ones que tlenden a producir
crédito”. : _
- Eltnico respaldo realmente satlsfactono que se puede darala opinién -
que expresamos al principio de la seccién 6, seria; el que nos proporcionara
el aguardar al fin del siglo y entonces realizar el experimento descrito. No

~ obstante ¢qué podemos decir mientras tanto? ;Qué pasos deben darse aho-
" ra para que tenga éxito el experimento? K

Como ya expliqué antes, el problema es pnnc1pa.lmente de prograrna-
cién. También habré que hacer avances en la ingenieria, pero parece im-

" probable quéést6s 1o satisfagan los requisitos. Las estimaciones acerca

de la capacidad de almacenamiento del cerebro varfan- entre 10 y 10%
digitos binarios. Yo me inclino por los valores més bajos y creo que sélo
una fraccién muy pequefia se utiliza para los tipos mas elevados de pen-
samiento. Es probable que la mayorfa se utilice para retener impresiones
visuales. Me sorprenderia que se requiriera mas de 10° de esta capacidad
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para jugar de una manera satisfactoria el juego de la imitacién, si acaso
contra un ciego. (Nota: la capacidad de la Encyclopaedia Britannica, 11a.
edicién, es de 2 X 10%.) Una capacidad de almacenamiento de 107 serfa una
posibilidad muy real, incluso con las técnicas actuales. Es probable que
no sea necesario aumentar Javelocidad de operacién de las méquinas. Las
partes de las m4quinas modemnas que pueden considerarse anélogas a las
células nerviosas funcionan casi 1 000 veces més répido que estas tiltimas,
lo que proporcionarfa un “margen de seguridad” que podrfa compensar
las pérdidas de velocidad ocasionadas por diversos motivos. Nuestro pro-
blema, por consiguiente, consiste en descubrir e¢émo programar estas ma-
quinas para que participen en el juego. A mi ritmo actual de trabajo, pro-
duzco cerca de 1 000 dfgitos de programa al dfa, de modo que unos 60
trabajadores, trabajando duramente durante 50 afios, podrian consumar
Ja tarea y eso, si nada fuera a dar al bote de la basura. Serfa mejor contar
con un método algo més expedito. '

Durante el proceso de intentar imitar la mente humana adulta inevita-
blemente se piensa en.el proceso que la ha llevado al estado en que se
encuentra. Podemos advertir tres componentes:

1) El estado inicial de la mente; digamos cuando se nace.

2) La educacién a la cual se ha sometido.

3) Otra experiencia 2 la que se haya sometido, que no se describa como
educacidn. ' ‘

En vez de intentar producir un programa que simule Ja mente adulta,
¢por qué no tratar de producir uno que simule la mente del nifio? Si ésta
se sometiera entonces a un curso-educativo adecuado se obtendria €l ce-
rebro de adulto. Supuestamente el cerebro humano es algo parecido a una
libreta que se adquiere en la papelerfa: muy poco mecanismo y muchas
hojas en blanco. (Mecanismo y escritura son casi sinénimos desde nuestro
punto de vista. Nuestra esperanza es que el cerebro infantil tiene un me-
canismo tan reducido que algo como él pueda programarse f4cilmente.

Como una primera aproximacién podemos suponer que la cantidad de

trabajo invertida en educacién sea la misma que la que se requiere para el -

nifio humano.

Por consiguiente, hemos dividido nuestro problema en dos partes: ek

programa infantil y el proceso educativo. Ambos se encuentran estrecha-
mente relacionados. No podemos esperar que encontremos una buena mé-
quina infantil al primer intento. Tenemos que experimentar instruyendo
a una de estas maquinas y ver qué tan bien aprende. Luego podemos in-
tentarlo con otra y ver si es mejor o peor. Existe una relacién obvia entre
este procesoy la evolucién, mediante las identificaciones:
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Estructura de la maquina infantil = material hereditario
Cambios en la maquina infantil = mutaciones
Seleccion natural = juicio del experimentador

Sin embargo, serfa de esperarse que este proceso resulte més expedito que
Ja evolucién. La supervivencia del més apto es un método lento para medir
ventajas. El experimentador, mediante e} ejercicio de la inteligencia, deberfa
sercapaz deacelerarlo. Deigual importancia es elhecho de quelasmutaciones
aleatorias no restrinjan este proceso. Si puede rastrear la causa de alguna
debilidad, posiblemente podré imaginar e} tipo de mutacién que la mejore.
No serd4 posible aplicar exactamente el mismo proceso de ensefianza a
la maquina que a un nifio normal, Por ejemplo, no se le podrén proporcio-
nar piernas, por lo que tampoco se le podrfa pedir que salga y llene el balde
de carbén.-Es muy posible que tampoco tenga ojos. Pero aunque estas
deficiencias puedan ser superadas mediante un astuto disefio de ingenieria,
no podemos enviar a la escuela a esta criatura sin que los demds nifios se
burlen demasiado de ella. Pero alguna instruccién debe recibir. No hay
que preocuparse demasiado por las piernas, ojos, etc. El ejemplo de Helen
Keller muestra que la educacién puede llevarse a cabo siempre que la co-
municacién en ambas direcciones entre maestro y alumno se establezca
por alguno u otro medio. _ .
Normalménte'éspciamqs los castigos y las recompensas con el proceso
de ensefianza. Algunas maquinas infantiles sencillas pueden construirse o
programarse sobre este tipo de principio. La méquina debe construirse de
tal manera que no sea probable que se repitan los sucesos que preceden
brevemente a la ocurrencia de una sefial de castigo, mientras que una sefial
derecompensa aumentaria la probabilidad de que se repitieran los sucesos
que la ocasionaron. Estas definiciones no presuponen sentimiento alguno
por parte de Ja maquina. He realizado algunos experimentos con una mé-
quina infantil de esta fndole y he logrado ensefiarle algunas cosas, pero el
método de ensefianza era demasiado poco ortodoxo para considerar que
el experimento realmente haya tenido éxito. ) ,

Eluso de castigos y recompensas puede, en el mejor delos casos, formar
parte del proceso de ensefianza. Hablando a grandes rasgos, si el profesor
no cuenta con otros medios para comunicarse con el alumno, la ca'n,tilc}ad
de informacién que éste recibe no excede el ntmero total de recompensas
y castigos aplicados. Para cuando el nifio hubiera aprendido a repetir “Ca-
sablanca”, probableménte estarfa muy adolorido, si el texto sélo huB T2
podido ser descubierto mediante la técnica de “veinte preguntas” y cada
“No" tomara la forma de un golpe. Por consiguiente, es necesario contar
con otros canales de comunicacién “no emocionales”. Si se disponé de
estos canales, es posible ensefiar a una méquina, mediante castigos y re-
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compensas, a obedecer érdenes dadas en algin lenguaje, por ejemplo, en
un lenguaje simbélico. Estas 6rdenes se transmitirfan a través de esos ca-
nales “no emocionales”. El uso de este lenguaje disminuird entonces en
gran medida el ntimero de castigos y recompensas requeridos. .

Las opiniones pueden variar en cuanto a la complejidad que resulte’

adecuada para la méquina infantil. Podria intentarse hacerla tan sencilla

como sea posible, en congruencia con los principios generales. De manera
alternativa, podria contarse con un sistema completo de inferencia légica

“integrado” én la méquina.? En este caso, el almacenamiento-estaria ocu-

pado en gran parte con definiciones y proposiciones. Las proposiciones ...

tendrian varios tipos de status, por ejemplo, hechos bien establecidos, con-
jeturas, teoremas demostrados matematicamente, enunciados provenien-

tes de una autoridad, éxpresiones que pese a presentar la forma légica de

una proposicién carecen de credibilidad, e incluso algunas proposiciones
que podrian‘describirse como “imperativas”. La maquina deberfa cons-
truirse de tal manera que tan pronto como se clasifique una proposicion
imperativa como “bien establecida” ocurra autométicamentela accién ade-
cuada. Para ilustrar esto, supongamos queé el profesor 1€ dicé a la maquina:

“Haz tu tarea escolar ahora.” Esto puede causar que el enunciado “El pro-. -

fesor dice: 'haz tu tarea escolar ahora™ sé incluya entre 10s hechos bien
establecidos. Otro de estos hechos podria ser: “Todo lo que el profesor dice
es cierto.” Si se combinan estas dos aseveraciones se podria llegar; a la
larga, a que al imperativo “Haz tu tarea escolar ahora” se incluya entre los
hechos bien establecidos, lo cual, por la construccién de la mAquina, sig-
nificaré que la tarea escolar en efectd se empieza a realizar, pero el efecto
es muy satisfactorio. Los procesos de inferencia que utiliza la maquina no
tienen que satisfacer a los logicistas mas exigentes. Podifa, por ejemplo,
no haber jerarquia de tipos. Pero ello 1o significa necesariamente que las
falacids de tipo ocurran en mayor proporcién que el riesgo que corremos
de caerrios en un precipicic. Los imperativos adecuados (expresados den-
tro de los sistemas, sin formar parte de las reglas-del sistema) cotho “No
uses una clase a menos que se trate de una subclase de alguna de las que
haya mencionado el profesor” pueden tener un efecto similar a “No te
acerques demasiado al borde del precipicio”. .

Los imperativos que puede obedéceruna maquina carente de miembros

estan destinados a tener un caricter mas bien intelectual (como e el ejem-
plo de hacer la tarea). Entre estos imperativos tendran importancia los que
regulan el orden en que se aplican las reglas del sistemna légico que se va
a aplicar, ya que cuando se utiliza un sistema légico, existe en cada etdpa

2 0 mejor, “programado en (la maquina)”, ya que nuestra maquina infantil se programaria
en una computadora digital, pero el sistema l6gico no tendria que aprenderse.
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un nimero muy grande de pasos alternativos, cualquiera de los cuales

puede aplicarse en lo que a la obediencia a las reglas.del sistema légico se

refiere. Estas opciones marcan la diferencia entre un argumentador bri-
llante y uno inepto y no entre-uno correcto y uno falaz. Las proporciones

que conducen a imperativos de este tipo podrfan ser: “Cuando se mencione.

a Sdcrates, utiliza el silogismo en Barbara” o “Siun método ha demostrado
ser més rapido que otro, no utilices el método més lento”. Algunos de ellos
pueden ser “dados por una autoridad”, pero otros quiza sean producidos
por la propia maquina, por induccién cientifica, por ejernplo.

Laidea deuna maquina que aprende quizé parezca paraddjica.aalgunos
lectores. ¢Cémo pueden cambiar las reglas de operacién de la maquina?
Deberfan describir por completo cémo reaccionars la méquina cualquiera
que sea su historia, independientemente de los cambios que pueda expe-
rimentar. Las reglas son, por consiguiente, casi invariables en el tiempo.

Esto es muy cierto. La explicacién de la paradoja es que las reglas que se
- modifican en el proceso de aprendizaje son de un tipo mucho menos pre-

tencioso, que sélo exige una validez efimera. El lector podria trazar un
paralelo con la Constitucién de Estados Unidos. -~~~ = . .

- Una caracteristica importante de una maquina que aprende es que con
frecuencia su profesor ignorard gran parte de lo que sucede en el interior,
aunque sea capaz de predecir en cierta medida el comportamiento de su
alumno. Su principal aplicacién corresponderfa a la educacién m4s re-

~ ciente de una méquina derivada de una méquina infantil con un disefio

(o programa) bien probado. Esto estd en claro contraste con el procedi-

-miento normal de utilizar una maquina para efectuar cémputos, pues'el

objetivo que se tiene entonces es obteneruna imagen mental clara del estado
de la maquina en cada momento de la computacién. Este objetivo sélo

- puede lograrse con esfuerzo. El punto de vista de que “la maquina sola-

mente puede hacer lo que sabemos cémo ordenarle que haga”3 resulta

* extrafio frente a’esto. La mayoria de los programas que podemos intro-
- ducirenla méquina ocasionarin que haga-algo que puede notenersentido

alguno para nosotros o que nos parecerd un comportamiento totalmente
aleatorio. El comportamientointeligente supuestamente consiste en apar-
tarse del comportamiento completamente disciplinado, que entrafia la
computacién, aunque de manera sutil; sin'dar lugar a conductas aleatorias
o a iteraciones repetitivas sin sentido. Otro resultado importante de la
preparacién de nuestra méquina para su participacién en el juego de
la imitacién mediante un proceso de ensefiariza y aprendizaje es que pro-
bablemente se omita de una manera bastante natural la “falibidad huma-
na”, es decir, sin un “entrenamiento” especial. (El lector debe reconciliar

3 Compérese con la afirmacién de Lady Lovelace, la cual no incluye la palabra “sélo”.
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esto con el punto de vista expresado en las paginas 70-72.) Los procesos
que se parecen no producen resultados 100% ciertos; si lo fueran, no po-
drfan desaprenderse.

Serfa sensato incluirun elemento aleatorio en unamdéquina que aprende.
Un elemento aleatorio resulta bastante tti) cuando se busca la solucién de
un problema. Supongamos, por ejemplo, que nos interesa encontrar un
numero entre 50 y 200 que sea igual al cuadrado de la suma de sus digitos.
Podrfamos empezar con 51, Juego intentar el 52, etc., hasta obtener un
ntmero que funcione. Alternativamente, podrfamos seleccionar niimeros
. al azar hasta obtener uno bueno. Este método tiene la ventaja de gue no
es necesario llevar un registro de los valores probados, pero tiene la des-
ventaja de que puede probarse dos veces el mismo nimero, aunque esto
no es muy importante si hay varias soluciones. El método sistemdtico tiene
la desventaja de que puede haber un enorme bloque sin solucién en la
regi6n que hay que investigar primero. Ahora bien, el proceso de aprendi-
zaje debe considerarse como Ja biisqueda de una forma de comportamiento
que satisfaga al profesor (o algiin otro criterio). Puesto que, es probable
que exista un nimero muy grande de soluciones satisfactorias, el método
aleatorio parece mejor que el sistemético. Cabe sefialar que éste se utiliza
en el proceso anélogo de la evolucién, pero en este caso, el método siste-
mético no es posible. ¢Cémo se podria llevar la cuenta de las distintas.
combinaciones genéticas que se han intentando para evitar el probarlas
de nuevo? '

Podrfamos esperar que, con el tiempo, las maquinas lleguen a competir
con el hombre en todos los campos puramente intelectuales. No obstante,
¢ccudles son las mejores para comenzar? Incluso ésta resulta una decisién
diffcil. Mucha gente piensa que lo mejor serfa una actividad muy abstracta,
como jugar ajedrez. También puede sostenerse que lo mejor serfa dotar a
la maquina con los mejores 6rganos sensoriales que el dinero pueda com-
prar,y luego ensefiarla a comprendery a hablar inglés, Este proceso podrfa

seguir el proceso normal de ensefianza de un nifio. Se le podrian sefialar
cosasy nombrarlas, etc. Reitero que desconozco la respuesta correcta, pero
considero que hay que intentar ambos enfoques.

Aungue nuestra visién hacia adelante es muy corta, podemos darnos
cuenta de que hay mucho por hacer.
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